Chapter 9:  Estimating the Value of a Parameter Using Confidence Intervals

Section 9.1:  Logic in Constructing Confidence Intervals about a Population Mean where the Population Standard Deviation is Known
Objectives:  Students will be able to:  


Compute a point estimate of the population mean

Construct and interpret a confidence interval about the population mean (assuming population σ is known)


Understand the role of margin of error in constructing a confidence interval


Determine the sample size necessary for estimating the population mean within a specified margin of error

Vocabulary:  

Point Estimate – value of a statistic that estimates the value of a population parameter
Confidence Interval – for an unknown parameter is an interval of numbers (that the unknown falls between)

Level of Confidence – represents the expected proportion of intervals that will contain the parameter if a large number of samples is obtained.  The level of confidence is denoted by (1- α) * 100%

α – represents the percentage the parameter falls outside the confidence interval (later known as a Type I error)

Robust – minor departures from normality do not seriously affect results

Z-interval – confidence interval
Key Concepts:  

Confidence Interval Estimates:            Point estimate ± margin of error
1) σ is known
2) Population from which the sample is drawn is normal or the sample size n was large (n ≥ 30)

3) Sample was a simple random sample

Margin of Error Factors



Level of confidence:  as the level of confidence increases the margin of error also increases


Sample size:  as the sample size increases the margin of error decreases (from Law of Large Numbers)


Population Standard Deviation:  the more spread the population data, the wider the margin of error

Z critical value:  
A value of the Z-statistic that corresponds to α/2 (1/2 because of two tails) for an α level of confidence
	Level of Confidence (1-α)
	Area in each Tail (α/2)
	Critical Value, Z α/2

	90%
	0.05
	1.645

	95%
	0.025
	1.96

	99%
	0.005
	2.575



Interpretation of a Confidence Interval
A (1-α) * 100% confidence interval indicates that , if we obtained many simple random samples of size n from the population whose mean, μ, is unknown, then approximately (1-α) * 100% of the intervals will contain μ.   Note that is not a probability, but a level of the statistician’s confidence.


Constructing a (1-α) * 100% Confidence Interval about μ, with σ known
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Suppose a simple random sample of size 

n

is taken from a population with 

an unknown mean μand known standard deviation σ.  A(1 –α) * 100% 

confidence interval for μis given by
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is the critical z-value.

Note:  The sample size must be large (n ≥30) or the population must be 

normally distributed. 



Margin of Error, E
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Determining the Sample Size, n
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The sample size required to estimate the population mean, μ, with a 

level of confidence, (1 –α) * 100% with a margin of error 

E

is given by

rounded up to the next integer
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Requirements for Constructing a Confidence Interval about μ if σ is Known

1) Data obtained comes from a simple random sample
2) Data are obtained from a normally distributed population or the sample size is sufficiently large (n≥30)

3) Population standard deviation is assumed to be known

Example 1:  We have test 40 new hybrid SUVs that GM is resting its future on.  GM told us the standard deviation was 6 and we found that they averaged 27 mpg highway.  What would a 95% confidence interval about average miles per gallon be? 
Example 2:  GM told us the standard deviation for their new hybrid SUV was 6 and we wanted our margin of error in estimating its average mpg highway to be within 1 mpg.  How big would our sample size need to be? 
Summary:
· We can construct a confidence interval around a point estimator if we know the population standard deviation σ
· The margin of error is calculated using σ, the sample size n, and the appropriate Z-value
· We can also calculate the sample size needed to obtain a target margin of error 
Homework:  pg 458 – 465; 1-3, 10, 11, 19, 21, 23, 26, 37, 40, 47 

Section 9.2:  Confidence Intervals about a Population Mean in Practice where the Population Standard Deviation is Unknown
Objectives:  Students will be able to:  


Know the properties of Student’s t-distribution

Determine t-values


Construct and interpret a confidence interval about a population mean

Vocabulary:  

Degrees of freedom – see page 141-142(chapter 3) for discussion
Nonparametric procedures – explained in chapter 15
Key Concepts:


Properties of the t-Distribution :  
1) The t-distribution is different for different degrees of freedom
2) The t-distribution is centered at 0 and is symmetric about 0

3) The area under the curve is 1.  The area under the curve to the right of 0 equals the area under the curve to the left of 0, which is ½. 

4) As t increases without bound (gets larger and larger), the graph approaches, but never reaches zero (like approaching an asymptote).  As t decreases without bound (gets larger and larger in the negative direction) the graph approaches, but never reaches, zero.

5) The area in the tails of the t-distribution is a little greater than the area in the tails of the standard normal distribution, because we are using s as an estimate of σ, thereby introducing further variability.

6) As the sample size n increases the density of the curve of t get closer to the standard normal density curve.  This result occurs because as the sample size n increases, the values of s get closer to σ, by the Law of Large numbers.


t-Distribution Assumptions

1) σ is unknown

2) Population from which the sample is drawn is normal 

3) Sample was a simple random sample

Constructing a (1 – α) * 100% Confidence Interval about μ, σ Unknown
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Note:  The interval is exact when population is normal and is approximately 

correct for nonnormalpopulations, provided n is large enough



Effects of outliers:



Sample mean is not resistant; hence the sample mean is larger or smaller (drawn toward the outlier)


(small numbers of n in t-distribution!)


Sample standard deviation is not resistant; hence the sample standard deviation is larger



Confidence intervals are much wider with an outlier included



Options:  

1) Make sure data is not a typo (data entry error)
2) Increase sample size beyond 30 observations

3) Use nonparametric procedures (discussed in Chapter 15)
Example 1:  We need to estimate the average weight of a particular type of very rare fish.  We are only able to borrow 7 specimens of this fish and their average weight was 1.38 kg and they had a standard deviation of 0.29 kg.  What is a 95% confidence interval for the true mean weight? 
Example 2:  We need to estimate the average weight of stray cats coming in for treatment to order medicine.  We only have 12 cats currently and their average weight was 9.3 lbs and they had a standard deviation of 1.1 lbs.  What is a 95% confidence interval for the true mean weight? 
Summary:
· We used values from the normal distribution when we knew the value of the population standard deviation σ 
· When we do not know σ, we estimate σ using the sample standard deviation s
· We use values from the t-distribution when we use s instead of σ, i.e. when we don’t know the population standard deviation 
Homework:  pg 473 – 476;  1, 5, 10, 13, 14, 17, 28
Section 9.3:  Confidence Intervals about a Population Proportion

Objectives:  Students will be able to:  


Obtain a point estimate for the population proportion

Construct and interpret a confidence interval for the population proportion


Determine the sample size necessary for estimating a population proportion within a specified margin of error

Vocabulary:  

Sample proportion – p-hat is x / n ; where x is the number of individuals in the sample with the specified characteristic (x can be thought of as the number of successes in n trials of a binomial experiment).  The sample proportion is a statistic that estimates the population portion, p.

Key Concepts:


Sampling Distribution of p-hat



Assumptions:  




A simple random sample of size n such that n ≤ 0.05N (sample size is ≤ 5% of the population size)




np(1 – p) ≥ 10



The shape of the sampling distribution of p-hat is approximately normal 



The mean of the sampling distribution of p-hat is μ p-hat = p



The standard deviation of the sampling distribution of p-hat is σ = √(p(1 – p)/n)


Constructing a (1 – α) * 100% Confidence Interval for a Population Proportion
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Suppose a simple random sample of size n is taken from a population. 

A(1 –α) * 100% confidence interval for pis given by
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Note:  To construct this interval both np(1 –p) ≥10 and n ≤0.05N must be true



Sampling Size Needed for Estimating the Population Proportion p
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The sample size required to obtain a (1 –α) * 100% confidence interval 
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with a margin of error 

E

is given by
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rounded up to the next integer.  The margin of error should always 

be expressed as a decimal when using either of these formulas


Example 1:  We polled n = 500 voters and when asked about a ballot question, 47% of them were in favor.  Obtain a 99% confidence interval for the population proportion in favor of this ballot question (α = 0.005) 
Example 2:  In our previous polling example, how many people need to be polled so that we are within 1 percentage point with 99% confidence?
Summary
· We can construct confidence intervals for population proportions in much the same way as for population means
· Population proportion similar to binomial random variable
· Confidence Interval still in form of PE ± MOE
· We need to use the formula for the standard deviation of the sample proportion
· We can also compute the minimum sample size for a desired level of accuracy 
Homework:  pg 484 – 485;  1, 2, 13, 16, 21, 23
Section 9.4:  Confidence Intervals about a Population Standard Deviation

Objectives:  Students will be able to:  


Find critical values for the chi-square distribution

Construct and interpret confidence intervals about the population variance and standard deviation

Vocabulary:  

Chi-Square distribution
Key Concepts:


Chi-Square (χ²) Distribution
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Characteristics of the Chi-Square Distribution:  
1) It is not symmetric.
2) The shape of the chi-square distribution depends on the degrees of freedom (just like t-distribution)

3) As the number of degrees of freedom increases, the chi-square distribution becomes more nearly symmetric

4) The values of χ² are nonnegative; that is, values of χ² are always greater than or equal to zero (0)

Constructing a (1 – α) * 100% Confidence Interval for σ²
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Example 1:  We have measured a sample standard deviation of s = 8.3 from a sample of size n = 12.  Compute a 90% confidence interval for the standard deviation

Example 2:  We have measured a sample standard deviation of s = 6.1 from a sample of size n = 15.  Compute a 95% confidence interval for the variance.
Summary:
· We can construct confidence intervals for population variances and standard deviations in much the same way as for population means and proportions
· We use the chi-square distribution to obtain critical values
· We divide the sample variances and standard deviations by the critical values to obtain the confidence intervals
Homework:  pg 491 – 492;  2, 4, 7, 10, 15b, c, d
Section 9.5:  Putting it all Together:  Which Procedure Do I Use?

Objectives:  Students will be able to:  


Determine the appropriate confidence interval to construct
Vocabulary:  

None new
Key Concepts:
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Summary:
· The main questions that determine the method

· Is it a

· Population mean?

· Population proportion?

· Population variance or standard deviation? 

· In the case of a population mean, we need to determine

· Is the population variance known?

· Does the data look reasonably normal? 
Homework:  pg 494 – 496;  1-3, 6, 8, 11, 18, 20, 24
Chapter 9:  Review

Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises

Example 1:  If the sample mean is 9, which of these could reasonably be a confidence interval for the population mean?
1) 9²
2)  (3, 6)
3)  (7, 11)
4)  (0, ∞)
Example 2:  If the population standard deviation σ = 5 and the sample size n = 25, then the margin of error for a 95% normal confidence interval is
1) 1
2)  2
3)  5
4)  25

Example 3:  A researcher collected 15 data points that seem to be reasonably bell shaped. Which distribution should the researcher use to calculate confidence intervals?
1) A t-distribution with 14 degrees of freedom
3)  A general normal distribution
2) A t-distribution with 15 degrees of freedom
4)  A nonparametric method
Example 4:  What issue do we have in calculating σ / √ n when the population standard deviation is not known?
1) There are no issues 
3)  We do not know how to calculate the sample mean  
2) We do not know which value to use for n
4)  We do not know which value to use for σ 

Example 5:  A study is trying to determine what percentage of students drive SUVs. The population parameter to be estimated is
1) The sample mean 
3)  The standard error of the sample mean
2) The population proportion
4)  The sample size required
Example 6:  A study of 100 students to determine a population proportion resulted in a margin of error of 6%. If a margin of error of 2% was desired, then the study should have included
1) 200 students 
2)  400 students 
3)  600 students
4)  900 students
Example 7:  Which probability distribution is used to compute a confidence interval for the variance?
1) The normal distribution
3)  The α distribution
2) The t-distribution
4)  The chi-square distribution 
Example 8:  If the 90% confidence interval for the variance is (16, 36), then the 90% confidence interval for the standard deviation is
1) (4, 6)
2)  (8, 18)
3)  (160, 360)
4)  Cannot be determined 
Example 9:  Which of the following methods are used to estimate the population mean?
1) The margin of error using the normal distribution 
3)  Nonparametric methods
2) The margin of error using the t-distribution
4)  All of the above
Example 10:  A professor wishes to compute a confidence interval for the average percentage grade in the class. Which population parameter is being studied?

1) The population mean
3)  The population variance
2) The population proportion
4)  The population standard deviation
Summary:
· We can use a sample {mean, proportion, variance, standard deviation} to estimate the population {mean, proportion, variance, standard deviation} 
· In each case, we can use the appropriate model to construct a confidence interval around our estimate
· The confidence interval expresses the confidence we have that our calculated interval contains the true parameter
Homework:  pg 497 – 501; 1, 3, 8, 9, 15, 23, 24
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Margin of Error, E

The margin of error, E, in a (1 – α) * 100% confidence interval in which σ is known is given by

where n is the sample size and zα/2 is the critical z-value.



Note:  The sample size must be large (n ≥ 30) or the population must be normally distributed. 
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A (1 – α) * 100% Confidence Interval about μ, σ Unknown

Suppose a simple random sample of size n is taken from a population with an unknown mean μ and unknown standard deviation σ.  A (1 – α) * 100% confidence interval for μ is given by

                                           s

Lower bound = x – tα/2     ---

                                           n

                                           s

Upper bound = x + tα/2     ---

                                           n

where tα/2 is computed with n – 1 degrees of freedom





Note:  The interval is exact when population is normal and is approximately correct for nonnormal populations, provided n is large enough
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Sample Size Needed for Estimating the Population Proportion p

The sample size required to obtain a (1 – α) * 100% confidence interval for p with a margin of error E is given by

rounded up to the next integer, where p is a prior estimate of p.

If a prior estimate of p is unavailable, the sample required is

rounded up to the next integer.  The margin of error should always be expressed as a decimal when using either of these formulas
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A (1 – α) * 100% Confidence Interval about σ²

If a simple random sample of size n is obtained from a normal population with mean μ and standard deviation σ, then a (1 – α) * 100% confidence interval about σ² is given by

                            (n – 1) s²

Lower bound = -----------

                              χ²α/2

                            (n – 1) s²

Upper bound = -----------

                              χ²1-α/2
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Determining the Sample Size n

The sample size required to estimate the population mean, μ, with a level of confidence, (1 – α) * 100% with a margin of error E is given by

rounded up to the next integer
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n =   --------
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2
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A (1 – α) * 100% Confidence Interval for a Population Proportion

Suppose a simple random sample of size n is taken from a population. A (1 – α) * 100% confidence interval for p is given by

Note:  To construct this interval both np(1 – p) ≥ 10 and n ≤ 0.05N must be true
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A (1 – α) * 100% Confidence Interval about μ, σ Known

Suppose a simple random sample of size n is taken from a population with an unknown mean μ and known standard deviation σ.  A (1 – α) * 100% confidence interval for μ is given by

                                           σ

Lower bound = x – zα/2     ---

                                           n

                                           σ

Upper bound = x + zα/2     ---

                                           n

where zα/2 is the critical z-value.



Note:  The sample size must be large (n ≥ 30) or the population must be normally distributed. 
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Chi-Square Distribution

If a simple random sample of size n is obtained from a normally distributed population with mean μ and standard deviation σ, then 

has a chi-squared distribution with n-1 degrees of freedom 
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Determine the Appropriate Confidence Interval to Construct

Which parameter 

are we 

estimating

Proportion p

Mean, μ

Standard Deviation, σ, 

or variance σ²

1) n ≤ 0.05N

2) np(1-p) ≥ 10

1) normal population

2) no outliers

Assumptions Met?

1) apx normal population

2) no outliers

Compute Z-interval

Compute t-interval

Compute χ²-interval

Compute Z-interval

Nonparametics

σ known?

n≥30

n≥30

yes

yes

yes

no

no

no

no

yes & σ

yes & s

yes

yes








